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Summary

We suggest structure characterization of macromolecular assemblies by combining assembly shape determined by electron cryomicroscopy with information about subunit proximity determined by affinity purification. To achieve this aim, structure characterization is expressed as a problem in satisfaction of spatial restraints that (1) represents subunits as spheres, (2) encodes information about the subunit excluded volume, assembly shape, and pulldowns in a scoring function, and (3) finds subunit configurations that satisfy the input restraints by an optimization of the scoring function. Testing of the approach with model systems suggests its feasibility.

Introduction

The structures of a number of large assemblies are being solved at atomic resolution primarily by X-ray crystallography (Ban et al., 2000; Carter et al., 2000; Harms et al., 2001; Zhang et al., 1999) or at lower resolution by electron cryomicroscopy (Frank, 2002; Schmid et al., 2004; Zhang et al., 2003; Yang et al., 1998) and tomography (Baumeister et al., 1999; Beck et al., 2004). Although the atomic structures are more informative, even a low-resolution configuration of subunits in an assembly is useful in biology and provides a starting point for a refinement by higher-resolution methods (Chacon and Wrighers, 2002; Fokin et al., 2004; Gao et al., 2003; Holmes et al., 2003; Topf et al., 2005; Volkman and Hanein, 1999; Yonekura et al., 2003).

If the resolution of the assembly density map is lower than ~3 nm or the subunit shapes are unknown, the subunit configuration is difficult to determine without additional experiments. In particular, this problem frequently applies to electron tomography, which is especially suitable for studying macromolecular assemblies in their native cellular context (Medalia et al., 2002) but whose resolution is currently limited to less than ~4 nm. To bridge the resolution gap between the assembly shape and the subunit configuration, the assembly density map can be integrated with several additional types of structural information (Alber et al., 2004; Sali et al., 2003). This information includes data from experimental methods, such as chemical crosslinking (Tres-ter-Zedlitz et al., 2003; Malhotra and Harvey, 1994; Young et al., 2000), footprinting (Li et al., 2002), affinity-directed mass spectrometry (Zhao et al., 1998), immunoelectron microscopy (Rout et al., 2000), fluorescence resonance energy transfer (FRET) (Truong and Ikura, 2001), small-angle X-ray and neutron scattering (Koch et al., 2003), site-directed mutagenesis (Wells, 1991), protein arrays (Phizicky et al., 2003), and yeast two-hybrid (Ito et al., 2001; Utz et al., 2000) as well as theoretical and bioinformatics methods (Aloy et al., 2004; Gray et al., 2003; Russell et al., 2004; Valencia and Pazos, 2002).

In this paper, we focus on characterizing the subunit configuration by combining an assembly density map with one particular source of supplementary information, affinity purification assays. These pull-down experiments depend on a tagged protein subunit (the bait) of a complex. The bait and its noncovalently associated partners (the subcomplex) are first purified by affinity chromatography against the tag and then identified by gel electrophoresis and mass spectrometry (Aebersold and Mann, 2003; Rout et al., 2000; Cronshaw et al., 2002). Such affinity purification has been used to identify interacting proteins on a large scale in yeast (Gavin et al., 2002; Huh et al., 2003). In contrast to identification of protein interactions, here we exploit the pull-downs for structural characterization. Each affinity purification experiment, in principle, provides some information about spatial relationships among the subunits in the subcomplex. Specifically, all of the proteins identified in a single affinity purification experiment must be located within the expected volume of the subcomplex. Furthermore, each subunit in a subcomplex must interact directly with at least one other subunit in the same subcomplex. For a given assembly, many different subcomplexes can generally be generated by selecting each of the subunits within the assembly as the bait and by varying conditions under which the subcomplexes are purified.

To integrate varied information about the structure of an assembly, we express the structure determination as an optimization approach. In this approach, we need to specify a protein representation, a scoring function, and an optimization method. We use a simplified model with a protein subunit represented by a single sphere. This model can only reveal the configurations of and interactions between subunits, but not their individual conformations nor their relative orientations. Despite these limitations, the proposed representation allows us to encode the affinity purification data and low-resolution assembly density maps as spatial restraints on the subunit configuration, which are then combined into a single scoring function (Figure 1). Next, the scoring function is optimized to find all subunit configurations that satisfy the input restraints. To assess the utility of the combination of the affinity purification data and the assembly density map, the accuracy of the op-
Structure Characterization by Satisfaction of Spatial Restraints

We express structure characterization as an optimization problem that calculates 3D models consistent with the input information. The three components of this approach are (i) a representation of the modeled assembly, (ii) a scoring function consisting of the individual spatial restraints, and (iii) an optimization of the scoring function to obtain all possible models that satisfy the input restraints. We describe all three components next.

Scoring Function

The most important aspect of structure characterization by satisfaction of spatial restraint is to accurately capture all available input information about the structure of the assembly. We approach this problem by translating all structural information into spatial restraints. We distinguish restraints on five different spatial features (Figure 1): (1) the subunit excluded volume, (2) the assembly shape, (3) the subunit proximity in the subcomplex (the proximity restraint), (4) the subunit connectivity in the subcomplex (the connectivity restraint), and (5) the symmetry. The scoring function is defined as the sum of all individual restraints, described in detail below. In summary, (1) subunit excluded volume restraints are expressed as lower bounds on all pairwise subunit distances; (2) the proximity and (3) connectivity restraints are expressed as pairwise upper distance bounds on the subunits within the subcomplex; (4) the assembly shape restraints are expressed as lower and upper bounds on the absolute subunit coordinates; and (5) the symmetry restraints are expressed as distance restraints on two equivalent parts of the assembly.

In the case of assemblies with multiple copies of the same subunit type (such as the proteasome), there is an ambiguity in the calculation of the proximity and connectivity restraints. For example, there are two copies of each subunit type in the proteasome and four distances between pairs of distinct types. In principle, a restraint on two distinct subunit types could apply to any one of these four pairs. We consider all assignments and only restrain the pair of subunits that leads to the smallest restraint violation.

Subunit Excluded Volume Restraint

The excluded volume restraint imposes a harmonic penalty if the distance between any two subunits is smaller than the sum of their radii (Table 1, row 1).

Assembly Shape Restraint

Subunits can be localized only within a restricted volume in the shape of the target assembly. A harmonic penalty is imposed if the absolute subunit coordinates are below or above the corresponding lower or upper bounds, respectively (Table 1, row 2).

Subcomplex Proximity Restraint

We impose upper distance bounds on all pairs of subunits in a pull-down subcomplex (Table 1, row 3). The upper bound is the largest possible distance between two subunits in a subcomplex and is equal to the maximal diameter of the subcomplex minus the subunit radii. The same subunit pair may appear in multiple subcomplexes and therefore may lead to several upper distance bounds. We keep only the smallest of all pairwise upper bounds.

Subcomplex Connectivity Restraint

Each subunit in a subcomplex must contact at least one other subunit in the subcomplex. For example, in a subcomplex with $n$ components, at least $n - 1$ direct interactions must connect all of its subunits. We refer to this condition as the connectivity restraint of a subcomplex. While the actual subunit contacts are unknown, all valid structural solutions must satisfy this restraint. For a given subcomplex, the restraint is applied with the aid of a minimal spanning tree as follows. We define a fully connected (i.e., complete) graph with
the nodes corresponding to the individual subunits and edges with weights equal to the violation of the hypothetical contact (Table 1, row 4). We then find the minimal spanning tree such that the sum of the edge weights is minimal and all subunits are connected to at least one other subunit (Corman et al., 2001). For each edge in the minimal spanning tree, we impose harmonic distance restraints enforcing the direct subunit contacts (Table 1, row 4). At each step of the optimization, we recalculate the fully connected graph and the minimal spanning tree for each subcomplex.

**Symmetry Restraints**

The similarity between the subunit configurations in each symmetry unit is enforced by imposing a term similar to the distance root mean square (drms), $\Sigma f_i (\sigma_{ij} \cdot d_{ij}^2)^2$, where $d_{ij}$ and $d_{ij}^2$ are the equivalent distances between two subunits, $i$ and $j$, in two symmetry-related subunit configurations, $a$ and $b$, and $\sigma_{ij}$ is the restraint weight set to 0.2.

**Optimization**

We generate subunit configurations by simultaneously minimizing violations of all restraints in Cartesian space. The aim is to obtain as many structures as possible that satisfy all input restraints. The generation of these models is stochastic. For each restraint set, we start from at least 10,000 completely randomized subunit configurations. We use an adapted version of the program MODELLER7v0 (Sali and Blundell, 1993).

An optimized structure is obtained from a single optimization run in a series of steps: the initial Cartesian coordinates of all subunits are randomly distributed from −50 to 50 nm, followed by conjugate gradients minimization of up to 500 steps and 50 cycles of simulated annealing molecular dynamics simulation. In each cycle, the temperature of the system is increased from 100 to 1000 K within 50 time steps, kept constant for an additional 100 times steps, and gradually decreased to a temperature of 10 K in 300 time steps. This temperature is kept constant for another 50 time steps, followed by a final optimization by conjugate gradients of up to 1000 steps. After completion of each simulated annealing cycle, the model score is evaluated, and only the structure with the lowest model score is kept.

**Model Systems**

We use two simple model systems. First, we study a compact assembly consisting of subunits packed in a cube (Figure 2A). Second, we expand our calculations to a more realistic example, a low-resolution model of the proteasome (Figure 3A).

---

**Table 1. Definition of the First Four Restraint Types**

<table>
<thead>
<tr>
<th>Restraint Type</th>
<th>Violated for</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subunit excluded volume restraint</td>
<td>$f &lt; f_o$, $f$ is the distance between two subunits, $f_o$ is the sum of the subunit radii, and $\sigma$ is 0.01 nm.</td>
</tr>
<tr>
<td>Assembly shape restraint</td>
<td>$f_o &lt; f &lt; f_o'$, $f$ is the subunit Cartesian coordinate, $f_o$ is the lower bound on this particular subunit coordinate, and $\sigma$ is 0.1 nm. Upper bound: violated for $f &gt; f_o'$, $f$ is the subunit Cartesian coordinate, $f_o'$ is the upper bound on this particular subunit coordinate, and $\sigma$ is 0.1 nm.</td>
</tr>
<tr>
<td>Subcomplex proximity restraint</td>
<td>Violated for $f &gt; f_o$, $f$ is the distance between two subunits in a pull-down complex, $f_o$ is the maximal subcomplex dimension, and $\sigma$ is 0.1 nm.</td>
</tr>
<tr>
<td>Subcomplex connectivity restraint</td>
<td>Violated for $f &gt; f_o$, $f$ is the distance between two subunits, $f_o$ is the sum of their radii, and $\sigma$ is 0.1 nm.</td>
</tr>
</tbody>
</table>

Each restraint term is equal to $|f - f_o|^2/\sigma^2$, where $f$ is the restrained feature, and $\sigma$ is the parameter that regulates the strength of the term. For upper feature bounds, the score is 0 for $f > f_o$; for lower feature bounds, the score is 0 for $f < f_o$.
Table 2. Properties of Models Satisfying All Input Restraints that Are Derived from the Six Subcomplex Sets 3–8

<table>
<thead>
<tr>
<th>Subcomplex Set</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subcomplex Proximity Restraints</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Models satisfying input restraints (%)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Sensitivitya (%)</td>
<td>22.2</td>
<td>16.6</td>
<td>18.5</td>
<td>20.3</td>
<td>37.0</td>
<td>37.0</td>
</tr>
<tr>
<td>False positive ratea (%)</td>
<td>52.2</td>
<td>35.7</td>
<td>41.2</td>
<td>50.0</td>
<td>54.4</td>
<td>71.0</td>
</tr>
<tr>
<td>Fraction of correctly predicted models (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Drms (nm): smallest, average, largest</td>
<td>1.6, 1.9, 2.2</td>
<td>1.3, 1.6, 1.7</td>
<td>1.7, 1.8, 2.0</td>
<td>1.7, 1.7, 2.2</td>
<td>1.7, 1.9, 2.2</td>
<td>1.6, 1.8, 2.0</td>
</tr>
<tr>
<td><strong>Subcomplex Proximity and Assembly Shape Restraints</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Models satisfying input restraints (%)</td>
<td>3.4</td>
<td>1.3</td>
<td>16.0</td>
<td>25.4</td>
<td>36.0</td>
<td>20.7</td>
</tr>
<tr>
<td>Sensitivitya,b (%)</td>
<td>48.0</td>
<td>61.0</td>
<td>40.7</td>
<td>57.0</td>
<td>62.9</td>
<td>46.3</td>
</tr>
<tr>
<td>False positive ratea,c (%)</td>
<td>18.8</td>
<td>23.3</td>
<td>46.3</td>
<td>57.5</td>
<td>75.0</td>
<td>77.7</td>
</tr>
<tr>
<td>Fraction of correctly predicted models (%)</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Drms (nm): smallest, average, largest</td>
<td>0.6, 1.2, 1.5</td>
<td>0.0, 1.1, 1.4</td>
<td>1.1, 1.4, 1.6</td>
<td>1.3, 1.5, 1.7</td>
<td>1.4, 1.6, 1.8</td>
<td>1.4, 1.7, 1.8</td>
</tr>
<tr>
<td><strong>Subcomplex Proximity, Subcomplex Connectivity, and Assembly Shape Restraints</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Models satisfying input restraints (%)</td>
<td>0.04</td>
<td>0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>Sensitivitya,b (%)</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>False positive ratea,c (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Fraction of correctly predicted models (%)</td>
<td>75.0</td>
<td>50.0</td>
<td>100.0</td>
<td>25</td>
<td>33.0</td>
<td>75.0</td>
</tr>
<tr>
<td>Drms (nm): smallest, average, largest</td>
<td>0.0, 0.1, 0.5</td>
<td>0.0, 0.2, 0.5</td>
<td>0.0, 0.3, 0.4</td>
<td>0.0, 0.2, 0.7</td>
<td>0.0, 0.0, 0.0</td>
<td>0.0, 0.0, 0.0</td>
</tr>
</tbody>
</table>

See “Cube Model System” in Results. Models are calculated by using subunit excluded volume restraints and subcomplex proximity and the assembly shape restraints; subcomplex proximity and assembly shape restraints; and subcomplex proximity, subcomplex connectivity, and assembly shape restraints.

a Calculated by using the reference frequency cutoff (see Approach).
b Sensitivity defined as TP/(TP + FN), where TP is the number of true positive contacts and FN is the number of false negative contacts.
c False-positive rate defined as FP/(FP + TP), where FP is the number of false positive contacts and TP is the number of true positive contacts.

**Cube Model System**

The cube assembly consists of 27 different subunits located at the grid points of a 6 nm x 6 nm x 6 nm lattice (Figure 2A). All subunits are represented as hard spheres with radii of 1 nm. The assembly contains 54 distinct binary contacts shown as a contact map in Figure 2B. For the assembly shape restraint, the shape is a cube with side lengths of 6 nm. For the subcomplex proximity restraint, the maximal distances between subunit centers in subcomplexes with 3–8 subunits are 4, 4.47, 5.66, 6.00, 6.93, and 6.93 nm, respectively.

**Proteasome Model System**

The proteasome consists of 28 globular proteins of 14 different types that are arranged in two identical pairs of rings (Figure 3A). We approximate each protein by a single sphere with its radius (in nm) estimated from the total protein mass: \( r = 0.0726 \frac{M^{1/3}}{M} \), where \( M \) is the protein mass in Da and the coefficient is determined based on masses and sizes of known protein structures. The sphere center is located at the center of mass of the corresponding protein in the X-ray structure of the proteasome (Groll et al., 1997). For the assembly shape restraint, the shape is a cylinder with a height of 16.2 nm and a radius of 3.3 nm. For the subcomplex proximity restraint, the upper bound is 1.35 times the estimated maximal subcomplex diameter (in nm) from the empirical relationship between the maximal diameter of a subcomplex and its total number of residues: \( D = 0.495 n^{1/3} \), where \( n \) is the total number of residues in the subcomplex. The parameter value of 0.495 was derived by fitting the function to the structurally defined protein assemblies in PIBASE (Davis and Sali, 2004), such that 95% of all complexes have predicted maximal diameters that are larger or equal to the actual diameters.

**Simulation of Pull-down Subcomplexes**

Subcomplexes are generated by an iterative random selection of subunits that are in direct contact with each other in the native structure. A starting point is a subunit that is selected as the bait of the subcomplex. The acceptance of a newly selected subunit is probabilistic; the probability for accepting a subunit is proportional to the inverse cube of the contact shell number, which is the smallest number of subunits that connect the selected subunit with the bait. A uniform selection probability would lead to artificially elongated subcomplexes, as the number of neighbors in higher contact shells grows rapidly.

**Generation of Additional Models**

For some restraint sets (e.g., derived from subcomplex sets 7 and 8 in Table 2), the optimization protocol was unable to generate a sufficient number of structures that satisfied all the input restraints, even in 500,000 independent runs. In such cases, we increased the...
sample size needed for estimating the utility of various restraint sets for structure characterization as follows. We generated 3,000 additional structures from the native structure by swapping subunits between 1 and 10 randomly selected subunit pairs in the assembly. For the proteasome model, each swap involved two pairs of subunits, one in each symmetry unit. If a structure satisfied all input restraints, it was added to the ensemble of good scoring structures generated in the optimization process.

Analysis
Analysis is performed only on models that completely satisfy all input restraints (good scoring models).

Contact Frequencies
A subunit contact is defined if the distance between the two subunits is smaller than the sum of their radii multiplied by a tolerance factor of 1.05. The contact frequency is defined as the ratio of the number of models with the contact and the number of all models.

Receiver Operating Characteristic Analysis
The ability of different restraint sets to predict the native subunit interactions is ranked with the aid of the ROC curves (Theodoridis and Koutrombas, 1999). For an ensemble of models calculated by a given restraint set, a subunit interaction is predicted if the corresponding contact frequency is sufficiently high (below). The accuracy of the predicted subunit interactions is quantified by calculating the true positive rate (sensitivity) as well as the false positive rate (1-specificity) and plotting them against each other at 16 different cutoff values (the ROC curve). The area under the ROC curve represents the probability of correct classification over the whole range of cutoffs; it can range from 0.5 to 1. An area of 0.5 indicates that the structure calculation could not discriminate between the native and false contacts. If the area under the ROC curve equals 1, the method is able to predict the contact map of the native structure. The closer the ROC curve is to the upper left corner and the closer the integrated area under the curve is to 1, the higher the overall accuracy of the calculations is and the more informative the restraints are about the native contact map of the assembly.

Reference Frequency Cutoff
This cutoff is defined as 56% of the largest contact frequency value present in a contact frequency map. This value was obtained by maximizing the sum of true positives and true negatives for the restraint set derived from subcomplex set 4 (Table 2) and was adopted as a reference value for the analysis of all the restraint sets. Varying the reference cutoff value in a wide range from 30% to 90% does not change the ranking of the restraint sets by their utility in structure characterization. For convenience, the false positive rates and the number of correctly predicted contacts for each restraint set are determined by using the reference frequency cutoff value.

Results
We rely on two simple model systems in which globular protein subunits are represented as single spheres (see Approach). Our aim is to enumerate all subunit interaction networks and configurations that are consistent with subunit excluded volume; protein affinity purification experiments; mass density maps determined by electron cryomicroscopy or tomography, and, when applicable, symmetry (see Approach) (Figure 1). We achieve this aim by using simulated input data sets generated from two simple model systems.

We focus on the utility of affinity chromatography purification for structure characterization. Each experiment reveals the types of proteins present in the pull-down subcomplex and, in principle, contains some information about spatial relationships between subunits in the pull-down subcomplex (see Approach). One such spatial restraint is the upper distance bound on any two subunits in a subcomplex, which we refer to as the “proximity restraint.” The dimension of a subcomplex may be derived from hydrodynamic experiments (de la Torre and Bloomfield, 1977), small-angle X-ray scattering (Koch et al., 2003), and negative-stain or electron cryomicroscopy images (Frank, 2002). Another spatial restraint, the “connectivity restraint,” specifies that every subunit in a subcomplex must interact with at least one other subunit in the subcomplex. While the actual subunit interaction network is unknown, all valid structural solutions must satisfy this connectivity restraint.

Cube Model System
Our first model system is an assembly of 27 different subunits, represented as single hard spheres of identical radii in a cubic close-packed lattice (Figure 2A). We generated 6 data sets, each composed of 27 simulated pull-down experiments with each of the subunits selected as the bait. Subcomplexes in a data set contain the same number of subunits. We employ data sets with three, four, five, six, seven, and eight subunits per subcomplex (columns 3–6, Table 2). These data sets will allow us to investigate which subcomplex size is most informative about the structure of the assembly. For each data set, we consider three combinations of restraint types: first, we use a combination of the excluded volume restraints for each subunit and the proximity restraints for each of the 27 subcomplexes per data set as the only information for structure characterization (Table 2); second, we add the assembly shape restraint (Table 2); and third, we also add subcomplex connectivity restraints (Table 2). This sequential buildup of the scoring function allows us to isolate the individual contributions to the structural characterization of assemblies.

Subcomplex Proximity Restraints
We begin by considering only subunit excluded volume restraints and subcomplex proximity restraints calculated from the six data sets (columns 3–6, Table 2) containing subcomplexes with 3–8 subunits (see Approach). For each of the six generated restraint sets, at least 10,000 random subunit configurations were optimized in an attempt to find those configurations that satisfy all input restraints (good scoring models). We then predict a subunit interaction if it occurs frequently in the ensemble of good scoring models. Finally, we rely on the Receiver Operating Characteristic (ROC)
Figure 5. Integrated Area under ROC Curves for Calculations with Restraints Derived from Six Different Subcomplex Sets 3–8 See “Cube Model System” in Results. (A–C) Models are calculated by using subunit excluded volume restraints and (A) subcomplex proximity restraints, (B) subcomplex proximity and assembly shape restraints, and (C) subcomplex proximity, subcomplex connectivity, and assembly shape restraints.

Subcomplex Proximity and Assembly Shape Restraints

Next, we investigate the effect of adding the assembly shape restraint on the accuracy of our predictions. We use the same subcomplex data sets 3–8, but we now restrict the positions of the subunits to be within the assembly shape (a cube with side length of 6 nm) (see Approach).

With the addition of the assembly shape restraint, the models are generally more compact. For some of the restraint sets, a substantial fraction of the native contacts can now be predicted correctly. For example, 26 out of the total of 54 native interactions are predicted correctly (the corresponding false positive rates are ~50% and 36%, respectively). This poor performance is also revealed by the 3D structural analysis of the models. The average drms deviation between models and the native structure ranges from 1.6 to 1.9 nm (Table 2). Therefore, it is not possible to correctly determine the assembly structure only by the subunit excluded volume and subcomplex proximity restraints.

Figure 4. Assessment of Contact Map Prediction

(A–C) ROC curves (see Approach) for six different subcomplex sets (sets 3–8 defined in “Cube Model System” in Results). Models are generated by using subunit excluded volume restraints and (A) subcomplex proximity restraints, (B) subcomplex proximity and assembly shape restraints, and (C) subcomplex proximity, subcomplex connectivity, and assembly shape restraints. The area under the curves is 1 or close to 1.

curves to rank the different restraint sets by their ability to correctly predict the native contacts.

The ROC curves for subcomplex sets 3–7 are similar to each other (Figure 4A). The overall performance is poor, as indicated by the small integrated area under the ROC curves that ranges from 0.7 to 0.8 for all subcomplex sets (Figure 5). Even for the two best-performing subcomplex sets, 3 and 4, only, respectively, 12 and 14 out of the total of 54 native interactions are predicted correctly (the corresponding false positive rates are ~50% and 36%, respectively). This poor performance is also revealed by the 3D structural analysis of the models. The average drms deviation between models and the native structure ranges from 1.6 to 1.9 nm (Table 2). Therefore, it is not possible to correctly determine the assembly structure only by the subunit excluded volume and subcomplex proximity restraints.

Subcomplex Proximity and Assembly Shape Restraints

Next, we investigate the effect of adding the assembly shape restraint on the accuracy of our predictions. We use the same subcomplex data sets 3–8, but we now restrict the positions of the subunits to be within the assembly shape (a cube with side length of 6 nm) (see Approach).

With the addition of the assembly shape restraint, the models are generally more compact. For some of the restraint sets, a substantial fraction of the native contacts can now be predicted correctly. For example, 26 out of the 54 native contacts occur in 60% of all models calculated from the restraint set 3. The false positive rate is 18.8% (Table 3; Figure 6B). The number of subunits per subcomplex makes a significant difference in the utility of the corresponding restraints, as indicated by the spread of the ROC curves in Figure 4B.

Subcomplex sets with a large number of subunits (e.g., sets 7 and 8) perform worse with the assembly shape restraint than without it (cf. Figures 5A and 5B). For example, for subcomplex set 7, the integrated ROC area for subcomplex sets 7 and 8 decreases from 0.78 to 0.71 and the false positive rate for subunit interaction prediction rises from 57% to 75% (subcomplex set 7 in Table 2). This finding is not surprising, as the estimated diameter of subcomplexes with 7 and 8 subunits is similar to the maximum diameter of the assembly. Therefore, subcomplex sets 7 and 8 do not provide any additional structural information if the assembly shape is
already specified. However, the increased number of contacts (both native and nonnative) resulting from the reduced accessible volume increases the false positive rate and therefore decreases the prediction accuracy as quantified by a measure that depends on the subunit contacts. While it may be surprising that the accuracy of contact prediction from subcomplex sets 7 and 8 is decreased upon the addition of the assembly shape restraint, other aspects of the predicted structures are improved — for example, the accuracy of the shape prediction (data not shown).

In contrast, for subcomplex sets with a smaller number of subunits (e.g., subcomplex sets 3 and 4), the prediction accuracy is strongly improved upon adding the assembly shape restraint. The highest accuracy is found for subcomplex set 4 (Figure 5), with 33 out of the 54 native contacts correctly determined, in comparison to the prediction of 12 native contacts without the assembly shape restraints. Also, the false positive rate drops from 36% to 23%, and the integrated ROC area increases from 0.8 to 0.96 (subcomplex set 4 in Table 2). Correspondingly, the structural similarity among the models that satisfy the input restraints increases, and their average drms deviation to the native structure is ~1.1 nm (Table 2). Approximately 1% of all models in subcomplex set 4 have all native contacts predicted correctly.

**Subcomplex Proximity, Assembly Shape, and Subcomplex Connectivity Restraints**

Finally, we investigate the effect of adding the connectivity restraint on the accuracy of our predictions. Using the same subcomplex sets, we now enforce that each subunit in a subcomplex is connected to the rest of the subcomplex subunits via at least one direct contact (subcomplex connectivity restraints in Approach). For the subcomplex sets with a small number of subunits (three and four components), the current optimization scheme provides a sufficient number of models for subsequent analysis. However, for larger subcomplex

---

**Table 3. Properties of Models Satisfying All Input Restraints that Are Derived from Subcomplex Sets Containing 14 and 28 Subcomplexes**

<table>
<thead>
<tr>
<th>Subcomplex Set</th>
<th>14</th>
<th>28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>96.3</td>
<td>100.0</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Drms (nm): smallest, average, largest</td>
<td>0.0, 0.8, 1.7</td>
<td>0.0, 0.0, 0.0</td>
</tr>
</tbody>
</table>

The proteasome model system is explained in Results. Subunit-excluded volume, assembly shape, subcomplex proximity, subcomplex connectivity, as well as symmetry restraints are applied (see Approach). See the legend of Table 2 for the definitions of sensitivity and false positive rate.

---

See “Cube Model System” in Results.

(A–C) Models are calculated by using subunit excluded volume restraints and (A) subcomplex proximity restraints, (B) subcomplex proximity and assembly shape restraints, and (C) subcomplex proximity, subcomplex connectivity, and assembly shape restraints.

Figure 6. ROC Curves and Contact Frequency Maps for the Cube Model System with Subcomplex Set 3
sets (between 5 and 8 subunits), we supplement the structures provided by the optimization scheme with additional structures (see Approach) to improve the reliability of the results.

Adding subunit connectivity restraints leads to a dramatic improvement in the accuracy of structure determination. The contact frequency maps for all subcomplex sets are almost identical to the contact map of the native structure (e.g., Figures 2B and 6C). Indeed, for subcomplex set 3, all native contacts are reproduced in the good scoring models with a frequency of at least 75% (50 contacts with a frequency of 100% and 4 contacts with a frequency of 75%). Hence, the integrated ROC area is \( w_1 \) for all subcomplex sets (Figure 5). Using the reference frequency cutoff value (see Approach), we are able to determine the complete subunit interaction network of the native structure with a false positive rate of 0 (Figure 5 and Table 2). Structural comparison between the native structure and all models that satisfied the input restraints revealed an average drms deviation ranging from 0.1 to 0.3 nm (Table 2). Indeed, for all of the subcomplex sets, some of the predicted structures differed only by a single interchange of neighboring subunits. Moreover, for the reference frequency cutoff, only models identical to the native structure have the contacts represented in the contact map. Therefore, the native structure can be identified reliably as the most frequently occurring predicted model.

Proteasome Model System

Having demonstrated that it is possible to determine the 3D configuration of a simple model assembly, we turn our attention to the more realistic case of the proteasome.

Given the shape of the proteasome, a soft sphere representation of each of the proteins (one sphere per protein), and a new symmetry restraint (see Approach), we assessed the information content of a relatively modest set of subcomplexes (with 14 and 28 simulated subcomplexes per subcomplex set) (Table 3). Each of these subcomplexes contained between 3 and 5 subunits, with an average of 4 subunits in each subcomplex set. Instead of calculating models by the optimization of the scoring function, we constructed 3000 structures that differed from the native proteasome by a drms of 0.0–4.1 nm (Figure 7) (see Approach). These structures were evaluated by the scoring function. All models with scores less than five times the score of the native structure were included in the analysis (Figure 7).

With 14 subcomplexes, we were able to predict 55 out of the 57 native contacts with an error rate of 0, by using the reference frequency cutoff (Table 3, Figure 8A) (see Approach). As expected, the subcomplex set with 28 subcomplexes performed even better, predicting the complete subunit interaction network (Table 3, Figure 8B). For both cases, the integrated ROC area is \( w_1 \), indicating the highly discriminative power of the scoring functions (Figure 8). The scoring function derived from 14 subcomplexes allowed several models that differed only by a single interchange of neighboring spheres. These models differed on average by a drms of 0.8 nm from the native structure. Again, only the native structure contained all predicted direct interactions, which would allow us to determine the native structure without knowing the correct answer in advance.

Discussion

We showed that it is generally possible to determine the subunit packing in assemblies at low resolution by using as sources of spatial information an appropriate representation of the individual subunits, the assembly shape, and only a modest number of subcomplexes (Table 2, Figure 4). This goal is achieved by the satisfaction of spatial restraints that depends on a subunit representation, a scoring function, and an optimization (see Approach).

Information about the coarse shape of the individual subunits can be provided by several methods, including hydrodynamic experiments (de la Torre and Bloomfield, 1977), small-angle X-ray scattering (Koch et al., 2003), negative-stain or electron cryomicroscopy images (Frank, 2002), and bioinformatics. If such analyses are unavailable, the upper bound on the size can be estimated from the mass of a subcomplex. The shape of the assembly can be characterized by a variety of imaging techniques, such as electron cryomicroscopy and tomography. However, these imaging methods sometimes lack the resolution to provide the subunit configuration. We suggest that complementing these imaging techniques with protein affinity purification experiments may provide a way to bridge the resolution gap between assembly shape and subunit configuration.

In our calculations, we used restraints on five different spatial features, including subunit excluded volume, assembly shape, subunit proximity in a subcomplex (proximity restraint), subunit connectivity in a subcomplex (connectivity restraint), and symmetry. None of these restraint types are sufficient on their own for the accurate determination of the native assembly.
structure. However, when all of them are integrated into a single scoring function, the correct subunit configuration can be determined. The subcomplex connectivity restraint is particularly useful for accurate structure determination (Table 2 and Figure 2). While the subcomplex proximity restraint is helpful, it is not as informative as the connectivity restraint (Table 2 and Figure 2).

The pull-down restraints generally cannot distinguish between the native structure and its mirror image. Therefore, when the shape of the system is identical to its mirror image, we cannot distinguish the native structure from its mirror image.

Our analysis depends on sufficiently thorough sampling of the subunit configurations that are consistent with all input restraints. However, once a sufficient sampling is achieved, the analysis is independent of the optimization method. In other words, the assessment of the information content of the input restraints is entirely independent of the sampling procedure used to find good scoring models. The current optimization protocol provides from hundreds to thousands of configurations that satisfy all the restraints derived from most of the subcomplex sets, which we suggest is sufficient for a coarse ranking of the information content of the different restraint sets (Table 2). The exceptions are the restraint sets that include subcomplex connectivity restraints derived only from large subcomplexes (subcomplex sets 5–8 in Table 2), which result in a combinatorial explosion in the number of possible minimal spanning trees per subcomplex. In principle, this explosion of the search space requires more sampling to find good scoring solutions. However, we circumvented this problem by constructing additional good scoring structures based on the native structure (see Approach). It is possible that, in some applications of our approach, a more efficient optimization protocol will be needed to find good scoring structures. For example, if data sets contain subcomplexes of variable sizes, the efficiency of the sampling may be improved by constructing and optimizing the scoring function in several steps, employing the variable target function approach (Braun and Go, 1985) (data not shown). At first, only connectivity restraints derived from the smallest subcomplexes are considered; then, connectivity restraints of larger subcomplexes are added to the scoring function. This procedure leads to a smaller search space for connectivity restraints of large subcomplexes and allows sufficient sampling of good scoring models. This improved optimization strategy should be applicable to most experimental data sets that often contain subcomplexes with a variable number of components.

We assessed the feasibility of determining the configuration of subunits in an assembly by integrating low-resolution spatial information from mass density maps and subunit interactions obtained by pull-down experiments. The key question is whether or not there is sufficient information in such low-resolution data to allow determination of the native structure. The analysis requires the native assembly structure, a low-resolution density map, and many sets of pull-down restraints. As the necessary data are not available for any protein assembly, we performed our analysis on two model systems by using simulated input data sets. This approach allowed us to explore in detail the information content of a large variety of restraint sets, particularly for pull-down experiments.

In the future, testing of our approach could be expanded in a variety of ways. First, we have not exhaustively explored all combinations of different restraint types. For example, we could assess the information content of various combinations of pull-down sizes. Second, we have not yet mapped the accuracy of the structure determination as a function of the error in the simulated restraint sets. This objective can be achieved by using the same approach as described here, except...
that some error is introduced in the simulated restraints. Third, we did not study ways to minimize the impact of errors in the input restraints. When the fraction of incorrect restraints is small, we expect that it will be possible to identify incorrect restraints by the inability to find models that are consistent with all of the restraints. We could also employ jack-knifing to identify incorrect restraints. Fourth, we will apply our approach to real assemblies with real data. Large-scale tandem affinity purification experiments may provide a way to do so.

This study is part of our effort to develop and apply a computational system for enumerating structures of protein assemblies that are consistent with all available information from experimental methods, physical theories, and statistical preferences extracted from biological databases (Alber et al., 2004; Sali et al., 2003). We are currently introducing structural representations at multiple levels of resolution. This extension will allow us to use pull-down information together with other sources of spatial information, such as density fitting, computational docking, and crosslinking. The resulting integrated system will maximize efficiency, accuracy, resolution, and completeness of the structural coverage of protein assemblies.
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